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• You're on a family vacation in 
Delaware.

• You’ve just enjoyed the 
beautiful exhibits at the 
Delaware Art Museum.

• Now, your family wants to grab 
a coffee at a nice café nearby. 
But you’re looking for a place 
with chill vibes and maybe pet-
friendly since we have a dog.



• With PostgreSQL’s robust 
geospatial and vector capabilities, 
combined with RAG 
implementation, we can find the 
perfect coffee spot near you.

• Let’s walk through the journey of 
turning basic text search into a 
powerful, context-aware search 
solution.
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https://www.yelp.com/dataset



Dataset

Data including 
location data, 
attributes, and 

categories



Dataset

Review text including 
the details of business 
the review is written 

for.
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• Let's start by using Postgres’s 
for pattern matching.

• Search reviews to see if they 
mention words like 

and .

WHERE r.text ILIKE '%restaurant%'  
-- Searching for reviews mentioning 'restaurant'.

AND r.text ILIKE '%cafe%'    
-- And those mentioning 'cafe'.





This approach is simple but has 
limitations when it comes to 
complex phrases or contextual 
search.

WHERE r.text ILIKE '%cafe with 
chill vibes%’; 
-- Search for cafes in review text
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• Next, we use PostgreSQL’s FULL 
TEXT search capabilities.

• Full-text search helps us find 
phrases like ‘restaurant’ or ‘cafe 
in Wilmington’.

WHERE r.text_search @@ 
to_tsquery('english', 'restaurant | 
cafe’)
-- Search for "restaurant" OR "cafe"





WHERE r.text_search @@ 
websearch_to_tsquery('english', 'cafe 
with chill vibes’) 
-- Attempting full-text search with a phrase

This is better for phrase-based 
searches but struggles with 
nuanced queries like ‘cafe with 
chill vibes’.
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• Lists of numbers that represent 
items in a high-dimensional 
space.

• For example, a vector 
representing the string “ " 
might be [0.7, 0.8, 0.5].

• Each number in the vector is a 
dimension of the space.



Use a model to generate vectors for items:

Input → Model → Vector
" " word2vec [0.017198, -0.007493, -0.057982, ..]
" " word2vec [0.004059, 0.06719, -0.093874, ...]

Model Input types Dimensions
Word2Vec Word 50-300
OpenAI text-embedding-ada-002 Text 1536
OpenAI text-embedding-3 Text 256-3072
Azure Computer Vision Multi-modal Text or Image 1024

Popular models (find more on HuggingFace):

https://huggingface.co/spaces/mteb/leaderboard


Find similar items in a 
large dataset, useful 
for recommendations



Search other items that 
are similar to what 
you’re querying.



Generate Vector
https://pamelafox.github.io/vectors-comparison/

Example

https://pamelafox.github.io/vectors-comparison/


Example:
Visualize Vector
https://projector.tensorflow.org/

https://projector.tensorflow.org/
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• Now, let’s dive into semantic 
search using vector data

• With Azure OpenAI 
embeddings and PostgreSQL 
vectors, we can search reviews 
using natural language 
queries like: “cafe with chill 
vibes”

ORDER BY r.description_vector <=> 
azure_openai.create_embeddings('t
ext-embedding-3-small','cafe with 
chill vibes')::vector
-- Perform vector similarity search using Azure 
OpenAI embeddings. 

-- This searches for reviews “similar to” the 
input phrase: 'cafe with chill vibes'.



• But let’s take it a step further 
by adding geospatial data to 
find results near the Art 
Museum“

• With the power of PostGIS 
extension, we can combine 
the semantic search results 
with spatial data, and ask 
“Find cafe with chill vibes, 
near Delaware Art Museum”

WHERE 
ST_DWithin(b.business_location::geograp
hy,ST_GeographyFromText('POINT(-75.5640 
39.7658)'), 5000)
-- Spatial filter: only include businesses within 
5 km of the Delaware Art Museum.

ORDER BY  description_vector <=> 
azure_openai.create_embeddings('text-
embedding-3-small', 'cafe near Delaware Art 
Museum with outdoor seating and pet 
friendly')::vector 
-- Rank results by vector similarity to the 
given search query.
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RAG (Retrieval Augmented Generation) is the process of retrieving relevant contextual information 
from out vectorized dataset and passes this information to a large language model (LLM) to 
generate answers.



So, Instead of asking LLM a question and hoping the answer lies somewhere in its 
training-data, we provide the context sourced from our “vectorized” dataset. LLM then 
references this context outside of its training data and generate more precise answers.

Azure OpenAI 
Embedding 

Model

Relevant 
Coffee Shop 

Reviews

User's Coffee 
Search Query

OpenAI LLM 
(GPT-4o)

Final Coffee 
Recommendation



• Walk through the Coffee Finder 
(Python) app demo.

• Show how RAG combines all the 
elements: pattern matching, full-
text search, vector search, and 
geospatial data.



Sample App – Try it now!



RAG (Retrieval Augmented Generation)
Context aware semantic search for precise results

Semantic Search
Discover results based on context and meaning

Full-Text Search
Search phrases and rank results by relevance

Pattern Matching
Basic keyword matching for quick, direct results

• We started with basic pattern 
matching and worked our way up 
to powerful RAG search using 
structured data.

• Each step built on the limitations 
of the previous one, resulting in a 
more refined and context-aware 
solution.

• This demonstrates the flexibility 
and power of PostgreSQL when 
paired with advanced extensions.



Management 
Automation

Extension 
support 

Global 
reach 

Security

Scale up 
& out

High
Availability

Compliance 

Intelligent 
performance

Ecosystem 
integration

AI



“AI isn't the future,
It’s already here.”



And we socks!



LinkedIn linkedin.com/in/varundhawan/

Twitter @iVarund

GitHub www.github.com/varun-dhawan

Blog data-nerd.blog
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