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Release date: 1935 Release date: September 2024

Time flies fast when you’re having fun.
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always be up to date.
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Because “No one can serve you better than yourself”, create the 
LLM you really dream of.

Use a more up-to-date LLM
LLMs are updated continuously. Maybe you could find one that 
has the information you require?

● LLM tuned with your data 
directly to provide the 
most accurate answer

● Can be computationally 
expensive, especially for 
large-scale fine-tuning

● Requires a significant 
amount of high-quality 
data for effective 
fine-tuning.

Pros Cons
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6

In the board game 
"Castle Combo", how 
many keys should I 
start with?

In Castle combo, each 
player start the game 
with 2 keys. 
See Rule n°1: (...)
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Building a board game chatbot

Collecting the 
data (rules)

Gathering the board game 
rules, split them into 
chunks and insert them 
into our designed Postgres 
database.

Generating the 
embeddings of 
the rules 

Transforming those texts 
into usable vectors for 
similarity searches.

Finding the rules 
using similarity 
searches

Explore similarity search 
with Postgres and 
pgvector to find the most 
appropriate rules.

Prompt 
engineering with 
input and rules

Building a new prompt 
with the user question and 
the rules we found to feed 
the LLM.
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from PyPDF2 import PdfReader

reader = 
PdfReader("castlecombo_rules.pdf")
page = reader.pages[9]
print(page.extract_text())

PyPDF2
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10 Using the score pad, count the points on
each scoring scroll  shown on your cards.
Each scoring scroll always refers only to
the elements in YOUR OWN tableau for scoring.
Face-down cards are worth no points.
 Each Key  you have is worth 1 point .
 Gold that is not stored on purses is worth
no points. However, keep it to break any
ties that might occur.
End of the game
The game ends once all players have built their 9-cards  tableaus.
Cards with “Purse scoring”
When the game ends, players place their
leftover gold on cards with Purse scoring in their tableau.
Each purse may hold as much gold as printed in black
on it (in this case, 4 Gold).
per
Once all four of these steps are completed,
the next player in clockwise order takes their turn.TURN END
FINAL SCORE
Add up  the score of each of your cards and keys  to obtain your final
score. The player with the most points wins the game. In case of a tie,
the tied player with the most leftover Gold wins. If the tie persists, the
tied players win together.

Results from 
PyPDF2
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Turn end ...

End of the ...

Final score  ...

t_rules

Inserting chunks into Postgres
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game_id rule_id content embedding

Castle combo 1 Once all four of these 
steps are completed (...) <null>
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keys (...)
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Place the following items 
in the center of the table 
(...)
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Generating the embeddings of the 
rules and prompts

Add up the score of each 
of your cards and keys to 
obtain your final 
score. The player with the 
most points wins.

[-0.17374581,0.7194665,-
0.392294,-0.21519938,0.3
7187412,-0.83570665,0.0
25,-0.18684548,-0.145761
8,-0.15218418,-0.15186168
13]

text-embedding-004





CREATE EXTENSION vector;

ALTER TABLE t_rules 
ADD COLUMN embedding VECTOR(768);



# SQL query to fetch data from t_rules
cur.execute("SELECT id, content FROM t_rules")
rows = cur.fetchall()

for row in rows:
    id = row[0]
    embeddings = []
    # Loop through each column in the row (excluding the id)
    # Generate embedding using Vertex AI Gemini
    response = aiplatform.Model("text-embedding-004").predict(row[1])
    embedding = response.predictions[0].embedding  # Extract 

    # Update the row in the database with the generated embeddings
    cur.execute(
        "UPDATE t_rules SET embedding = %s WHERE id = %s",
        (embeddings[0], id)
    )
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# SQL query to fetch data from t_rules
cur.execute("SELECT id, content FROM t_rules")
rows = cur.fetchall()

for row in rows:
    id = row[0]
    embeddings = []
    # Loop through each column in the row (excluding the id)
    # Generate embedding using Vertex AI Gemini
    response = aiplatform.Model("text-embedding-004").predict(row[1])
    embedding = response.predictions[0].embedding  # Extract 

    # Update the row in the database with the generated embeddings
    cur.execute(
        "UPDATE t_rules SET embedding = %s WHERE id = %s",
        (embeddings[0], id)
    )
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CREATE EXTENSION google_ml_integration;

Cloud SQL AlloyDB



CREATE EXTENSION google_ml_integration;

UPDATE t_rules
SET embedding = 
embedding('text-embedding-004', content);

Cloud SQL AlloyDB



Building a board game chatbot

Generating the 
embeddings of 
the rules 

Transforming those texts 
into usable vectors for 
similarity searches.

game_id rule_id content embedding

Castle combo 1 Once all four of these 
steps are completed (...)

[-0.15,25,-0.15
1,-0.1458,-0.16
1168181]

Castle combo 2 The game ends once all 
players (…)

[-0.615,25,-0.1
51,-0.8484,-0.
894986]

Castle combo 3
Add up the score of 
each of your cards and 
keys (...)

[-0.75,25,-0.1
51,-0.51157,-0.
757575779]

Wingspan 4
Place the following items 
in the center of the table 
(...)

[-0.36,25,-0.1
51,-0.8181,-0.8
87452954]
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Explore similarity search 
with Postgres and 
pgvector to find the most 
appropriate rules.



Building a board game chatbot

Finding the rules 
using similarity 
searches

Explore similarity search 
with Postgres and 
pgvector to find the most 
appropriate rules.

In the board game "Castle 
Combo", how many keys 
should I start with?

[-0.17374581,0.7194665,-
0.392294,-0.21519938,0.3
7187412,-0.83570665,0.0
25]

Rule n°1: During the 
setup phase, each 
player receive 2 keys
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ORDER BY 
embedding <-> '[3,1,2]' LIMIT 5;
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SELECT * 
FROM t_rules 
ORDER BY 
embedding <-> '[3,1,2]' LIMIT 5;



Finding the rules using 
similarity searches

<-> - L2 distance

<#> - (negative) inner 
product

<=> - cosine distance

<+> - L1 distance

<~> - Hamming distance <%> - Jaccard distance



In the board game 
"Castle Combo", how 
many keys should I start 
with?

[-0.17374581,0.7194665,-0.
392294,-0.21519938,0.3718
7412,-0.83570665,0.025]

Rule n°1: During the 
setup phase, each 
player receive 2 
keys

<=> cosine distance
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Common words

“Wyrmspan”

Important words
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UPDATE t_rules
SET embedding = 
embedding('text-embedding-004', content);
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UPDATE t_rules
SET embedding = 
embedding('text-embedding-004', content);

UPDATE t_rules
SET embedding = 
embedding('text-embedding-004', 

game_id || ' ' || game_description      
|| ' ' || content);
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In the board game "Castle 
Combo", how many keys should I 
start with?

Here’s are the rules of the game:
 

● Rule n°1: During the setup 
phase, each player 
receive 2 keys
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That’s no secret, LLMs can …

Be wrong

Hallucinate

Prompt engineering with 
input and rules

Be biased

Be convinced by nonsense
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But that’s mostly our fault.

Prompt engineering with 
input and rules

Define the task clearly

Show, don't just tell

Specify the desired output

Few-shot learning

Persona and role-playing
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Context
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You are an assistant for 
question-answering tasks, 

specialized in board games.
Use the following pieces of 

retrieved context (extract from 
rules book) to answer the 

question. If you don't know the 
answer, say that you don't know. 

For each answer, provide the 
extract from the rule book and 

keep your answer concise.
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Here is an example:
Question: In the board game 
Monopoly, how do you get out 
of jail?
Answer: In the board game 
Monopoly, you can get out of 
jail by rolling double,
using a Get out of jail card or 
pay a $50 fine. 
Here is the corresponding rule: 
(...)
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Instruction

Example(s) (x-shot)

Context

Input

In the board game 
“Wyrmspan”, how many time 
can I place a marker on the 
dragon guild?



You are an assistant for question-answering tasks, specialized in board games.
Use the following pieces of retrieved context (extract from rules book) to answer the question. If you don't know 
the answer, say that you don't know. For each answer, provide the extract from the rule book and keep your 
answer concise.

Here is an example:
Question: In the board game Monopoly, how do you get out of jail?
Answer: In the board game Monopoly, you can get out of jail by rolling double,
using a Get out of jail card or pay a $50 fine. Here is the corresponding rule:
You get out of Jail by.. .(I) throwing doubles on any of your next
three turns; if you succeed in doing this you immediately move forward
the number of spaces shown by your doubles throw; even though you
had thrown doubles, you do not take another turn; (2) using the Get
Out of Jail Free card if you have it; (3) purchasing the Get Out of Jail
Free card from another player and playing it; (4) paying a fine of $50
before you roll the dice on either of your next two turns.

In the board game “Wyrmspan”, how many time can I place a marker on the dragon guild?



Building a board game chatbot

Collecting the 
data (rules)

Gathering the board game 
rules, split them into 
chunks and insert them 
into our designed Postgres 
database.

Generating the 
embeddings of 
the rules 

Transforming those texts 
into usable vectors for 
similarity searches.

Finding the rules 
using similarity 
searches

Explore similarity search 
with Postgres and 
pgvector to find the most 
appropriate rules.

Prompt 
engineering with 
input and rules

Building a new prompt 
with the user question and 
the rules we found to feed 
the LLM.
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Indexation, of 
course.

Hybrid search

Find out what we 
need to improve

It works!

Now                   t part       

Vector 
quantization

1

4

2 3
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result, no matter (almost) how long it will take.

In Postgres, this will result in FULL SEQ SCAN of your table.



Proprietary and ConfidentialIndexation,

kNN vs aNN

k-NN for the best result possible

For certain searches, you will want to find the best possible 
result, no matter (almost) how long it will take.

In Postgres, this will result in FULL SEQ SCAN of your table.

A-NN for the fastest result possible

And sometimes you will need to prioritize speed over 
precision, this is when you will use aNN.

Leverage the different index methods offered by 
pgvector and AlloyDB
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            IVFFlat             HNSW

            ScaNN

AlloyDBhttps://research.google/blog/announcing-scann-efficient-vector-similarity-search/
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Vector quantization is a technique to reduce the size and 
complexity of vector data.

            Why?

            How?

Reduce table/index sizes Speed up searches

Store vectors with more dimensions

Scalar quantization Binary quantization
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Scalar quantization

● Reducing the size of a dimension to a 
smaller type

● eg: going from float32 to float16
● eg: 0.12345679 →  0.1235

            halfvec 
(up to 4k dimensions)
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Scalar quantization Binary quantization

● Reducing the size of a dimension to a 
smaller type

● eg: going from float32 to float16
● eg: 0.12345679 →  0.1235

            halfvec 
(up to 4k dimensions)

● Each dimension is replaced by 0 or 1
● Aggressive compression, very fast 

searches
● eg: -0.0063241287 →  0

            
bit 

(up to 64k dimensions)
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boardgames=> \d test
                   Table "public.test"
   Column   |    Type    | Collation | Nullable | Default
------------+------------+-----------+----------+---------
 emb_bit    | bit(1)     |           |          |
 emb_vector | vector(1)  |           |          |
 emb_half   | halfvec(1) |           |          |



Proprietary and ConfidentialVector

insert into test (emb_bit, emb_vector, emb_half)
values (binary_quantize('[-0.0063241287]'), 
'[-0.0063241287]','[-0.0063241287]');



Proprietary and ConfidentialVector

insert into test (emb_bit, emb_vector, emb_half)
values (binary_quantize('[-0.0063241287]'), 
'[-0.0063241287]','[-0.0063241287]');

boardgames=> select * from test ;
-[ RECORD 1 ]---------------
emb_bit    | 0
emb_vector | [-0.0063241287]
emb_half   | [-0.0063247]
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            Benefits             Trade-off

Reduced disk/memory space

Faster queries

Faster index build

Decreased accuracy

Loss of precision

Approximation

You can 
mitigate those!             
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Proprietary and ConfidentialHybrid

            Full-text-searchQuery data with and rank each result

SELECT id,
    substr(content, 0, 20) AS RULE,
    rank() OVER (
                ORDER BY ts_rank_cd(to_tsvector(content), 
plainto_tsquery('keys')) DESC) AS rank
FROM rules
WHERE plainto_tsquery('english', 'keys') @@ to_tsvector('english', content)
AND game_id = 594
ORDER BY rank
LIMIT 50



Proprietary and ConfidentialHybrid

            Semantic searchQuery data with and rank each result

SELECT id,
    substr(content, 0, 20) AS RULE,
    rank() OVER (ORDER BY embedding('textembedding-gecko@003', 
$1)::vector <=> content_embedding) AS rank
FROM rules
ORDER BY embedding('textembedding-gecko@003', $1)::vector <=> 
content_embedding
LIMIT 50



Proprietary and ConfidentialHybrid

Combine both results (join) and sum scores

WITH semantic_search AS
  (...),
     keyword_search AS
  (...)
SELECT COALESCE(semantic_search.id, keyword_search.id) AS id,
       COALESCE(semantic_search.rule, keyword_search.rule) AS RULE,
       COALESCE(1.0 / (50 + semantic_search.rank), 0.0) + COALESCE(1.0 / (50 + 
keyword_search.rank), 0.0) AS score,
FROM semantic_search
FULL OUTER JOIN keyword_search ON semantic_search.id = keyword_search.id
ORDER BY score DESC
LIMIT 5 ;
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Combine both results (join) and sum scores

WITH semantic_search AS
  (...),
     keyword_search AS
  (...)
SELECT COALESCE(semantic_search.id, keyword_search.id) AS id,
       COALESCE(semantic_search.rule, keyword_search.rule) AS RULE,
       COALESCE(1.0 / (50 + semantic_search.rank), 0.0) + COALESCE(1.0 / (50 + 
keyword_search.rank), 0.0) AS score,
FROM semantic_search
FULL OUTER JOIN keyword_search ON semantic_search.id = keyword_search.id
ORDER BY score DESC
LIMIT 5 ;

reciprocal ranked fusion (RRF) 
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id  |        rule         |         score
-----+---------------------+------------------------
 232 | # Setup            +| 0.03847576766555678875
     | Shuffle the         |
 234 | # ON yOUR TURN     +| 0.03812636165577342048
     | When                |
 247 | # FINAL SCORE      +| 0.03778966131907308378
     | Addup               |
 246 | # Cards with "Purse | 0.03704974271012006861
 233 | # Gameflow         +| 0.01923076923076923077
     | Starting            |
(5 rows)

Best score gives you the most accurate answer thanks to             Hybrid search
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            Full-text-search

            Semantic search

Query data with and rank each result

Query data with and rank each result

Combine both results (join) and sum scores

Best score gives you the most accurate answer thanks to             Hybrid search

https://jkatz05.com/post/postgres/hybrid-search-postgres-pgvector/
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Few takeaways before you go

Postgres will always be there for you
Truly open source, strong and reliable, always improving, 
powerful community. You will never fail by choosing Postgres.

Prompt engineering is a big deal
In your daily life or for RAG, using a good prompt is crucial. 
Enriching it with real and clean data is as important.

Vector search offers infinite possibilities
Semantic search is a new powerful tool that can be combined 
with all your current knowledge and data.

https://cloud.google.com/sql/docs/postgres/langchain
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Thank you.
Few takeaways before you go

Postgres will always be there for you
Truly open source, strong and reliable, always improving, 
powerful community. You will never fail by choosing Postgres.

Prompt engineering is a big deal
In your daily life or for RAG, using a good prompt is crucial. 
Enriching it with real and clean data is as important.

Vector search offers infinite possibilities
Semantic search is a new powerful tool that can be combined 
with all your current knowledge and data.

Matt Cornillon

Customer Engineer, DB specialist

https://cloud.google.com/sql/docs/postgres/langchain


